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Analysis of a High-Velocity Oxygen-Fuel
(HVOF) Thermal Spray Torch
Part 1: Numerical Formulation

W.L. Oberkampf and M. Talpallikar

The fluid and particle dynamics of a high-velocity oxygen-fuel torch are analyzed using computational
fluid dynamic techniques. The thermal spray device analyzed is similar to a Metco Diamond Jet torch
with powder feed. The injection nozzle is axisymmetric with powder and a carrier gas injected on the cen-
terline, premixed fuel and oxygen fed from an annulus, and air cooling injected from an annulus along
the interior surface of the aircap. The aircap is a conically converging nozzle that achieves choked flow
conditions at the exit; a supersonic, underexpanded jet develops externally. A two-dimensional, axisym-
metric geometry is assumed; the equations for mass, momentum, and energy conservation are solved for
both the gas and the particle phases. The combustion process is modeled using approximate equilibrium
chemistry with dissociation of the gas with a total of nine species. Turbulent flow is modeled by a two-
equation model for turbulent kinetic energy and dissipation rate that includes compressibility effects on
turbulent dissipation. Particles are modeled as a lumped-heat-capacity system and are considered to melt
upon attaining the required latent heat of fusion. An iterative, implicit, finite-volume numerical method
is used to solve the coupled gas and particle equations inside and outside the torch. A companion paper
presents the results of the numerical simulation and discusses in detail the gas and particle dynamics.

———

1. Introduction

1.1 Background

THERMAL spraying using the high-velocity oxygen-fuel
(HVOF) process is used to apply metallic, ceramic, and compos-
ite coatings to a variety of substrates in order to improve wear re-
sistance, abrasion resistance, thermal and electrical insulation,
and corrosion protection. Coatings applied using HVOF spray-
ing have high mass density and possess good bond and mechani-
cal strength. Spray torches for HVOF use a combustion process
to heat the flowing gas and the coating material and then to ac-
celerate the gas/particle two-phase flow to high velocities. The
gas and particle velocities are commonly much higher than
those achieved using plasma spraying. The high particle veloci-
ties result from two factors. First, HVOF torches normally pro-
duce supersonic external flows, whereas plasma torches
normally operate with a subsonic stream. Second, gas density in
HVOF torches is typically much higher than in plasma torches
because the peak gas temperatures in HVOF torches are much
lower. The maximum gas temperature in HVOF spraying is typi-
cally 3000 K; in plasma spraying, roughly 10,000 K. The com-
bination of high gas velocity and high gas density accelerates the
spray particles to significantly higher speeds, thereby tending to
produce higher-density coatings.
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1.2 Previous Investigations

Two in-depth, experimental investigations have been under-
taken to improve the physical understanding of the gas dynam-
ics, turbulence, and particle characteristics of HVOF spraying.
Kowalsky et al. (Ref 1) experimentally investigated Flame-
Spray Industries’ CDS torch. This torch uses propylene and oxy-
gen for combustion and a powder feed for particle injection.
Velocities of alumina, tungsten carbide, and tribaloy particles in
the torch plume were measured using laser two-focus velo-
cimetry. Pressure measurements inside the torch and photo-
graphic measurements were made to determine various gas
dynamic characteristics of the torch. Hackettet al. (Ref 2) inves-
tigated the external gas dynamics of the Hobart-Tafa JP-5000,
particularly the free-jet mixing of the high-temperature plume
with the surrounding atmosphere. This torch uses a liquid kero-
sene fuel-injection system, which atomizes the fuel and reacts
with gaseous oxygen.

The first quantitative analysis of the gas dynamics and parti-
cle dynamics of HVOF spraying was conducted by Thorpe and
Richter (Ref 3). They analyzed the internal and external flow of
a newly designed HP/HVOF torch from Hobart TAFA Tech-
nologies, which is similar to the Union Carbide D-Gun. They
computed the energy release from an equilibrium chemistry
model of heptane and oxygen, assuming no influence from the
gas motion, and used one-dimensional isentropic flow assump-
tions to compute the flow through a converging/diverging sec-
tion of the nozzie. One-dimensional flow assumptions were then
used to compute the effect of friction (Fanno flow) in the con-
stant-diameter barrel of the torch. External to the torch they used
the linearized shock-expansion theory to calculate the underex-
panded supersonic jet flow, ignoring mixing with the ambient
air. Particle trajectories were also calculated, assuming no inter-
action with the gas stream.

Volume 5(1) March 1996—53



Recent analyses have used modern computational fluid dy-
namic (CFD) methods to simulate more complex physics in two
dimensions. Some improvements in thermal spray modeling re-
sulted from computational techniques developed for gas turbine
engines and liquid and solid rocket motors. Axisymmetric and
planar two-dimensional CFD simulations of chemically react-
ing, dissociated and ionized flows, along with state-of-the-art
turbulence models, have been presented in the literature. Re-
searchers who have modeled thermal spray problems have used
a Eulerian description of the gas flow and either a Eulerian or
Lagrangian* description of the dispersed phase (i.e., the parti-
cles). The influence of the particulate phase, either liquid or
solid particles, on the continuous phase is taken into account by
including interphase coupling terms in the equations. Some
analyses, however, have completely ignored the coupling of the
particulate phase and the gas phase. These simulations compute
the effect of the flow on the particles, but do not allow an effect
of the particles on the flow. In the Eulerian-Eulerian approach,
sometimes referred to as the two-fluid method, a description
similar to that of the continuous phase is also used for the par-
ticulate phase. In the Eulerian-Lagrangian approach, a relatively
small number of computational particles are used to model a
large collection of physical particles, either solid or liquid. Each
approach has its strengths and weaknesses, but it is generally be-
lieved that the Eulerian-Lagrangian approach is superior for
modeling spray phenomena.

Ramshaw and Chang (Ref 4) modeled a thermal plasma us-
ing a two-dimensional CFD approach with extensive plasma
physics. The plasma was modeled as a multicomponent, chemi-
cally reacting gas in local thermodynamic equilibrium. Ioniza-
tion, dissociation, recombination, and other chemical reactions
were computed by general kinetic equilibrium chemistry algo-
rithms. No particulates were included in the simulation. Chang
(Ref 5) used a similar computational approach to model alumina
spraying in an argon-helium plasma jet. The plasma is repre-
sented as a continuous multicomponent, chemically reacting
ideal gas with temperature-dependent thermodynamic and
transport properties. These formulations, as most techniques,
solve the numerical equations with a time-marching or iterative
scheme until a steady-state solution is achieved. The time-
marching technique, however, is an explicit scheme that re-
quires very long computer run times when high spatial
resolution is required.

Various investigators have used CFD techniques to model
the spray forming, or spray casting, process. El-Haggar and
Crowe (Ref 6) modeled the external two-phase flow, including
the stagnation of the flow on a flat substrate. They used a PSI-
Cell (particle-source-in-cell) method and a finite-difference
method to solve the coupled two-phase flow equations. The ve-
locities were small at the nozzle exit and the temperature was
relatively low, so no compressibility or chemistry effects were
considered. Berry et al. (Ref 7) modeled the gas flow and liquid
metal stream atomization inside a spray forming nozzle. They
considered liquid metal injection from a slot at the throat of a
converging-diverging nozzle for planar two-dimensional flow.

*In the Eulerian viewpoint, equations of motion are written for a fixed,
but arbitrarily located, point in space. In the Lagrangian viewpoint,
equations are written for a specific fluid element or particle.
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They used a density-based formulation for the gas phase and
an implicit, time-iterative, finite-difference method to solve
the equations. As in the study by El-Haggar and Crowe, the
gas temperature and flow velocities were low, so no chemis-
try effects were considered and the flow was essentially in-
compressible.

Power et al. (Ref 8) and Smith et al. (Ref 9) conducted the
first CFD simulation of the HVOF spraying process. They mod-
eled both the internal and external flow of the Metco Diamond
Jet torch. In this torch, powder is fed through a center tube using
nitrogen as a carrier gas. Premixed oxygen and propylenc are in-
jected through an annulus in the nozzle. This annulus is a simpli-
fication of the eight small holes located circumferentially
around the nozzle to introduce premixed fuel and oxygen. Air is
injected in an outer annulus between the nozzle and the aircap to
cool the aircap, since the torch has no other cooling mechanism.
The combusting subsonic flow was modeled inside the converg-
ing aircap, and the flow became choked at the exit of the aircap;
that is, it attained the sonic condition. External to the torch, they
modeled the decay of the supersonic jet in a quicscent atmos-
phere. Because the pressure in the torch was greater than atmos-
pheric pressure at the exit, the jet was underexpanded. The flow
then expanded exterior to the aircap and formed “shock dia-
monds” commonly seen in supersonic underexpanded streams.
Their CFD simulation included a turbulence model for turbulent
kinetic energy (k) and dissipation rate (¢) and combustion chem-
istry. Their chemistry model included dissociation of the reac-
tion products using a two-step, finite-rate chemistry model and
seven gas species: C3Hg, O,, N3, H20, CO», CO, and Hj. The fi-
nite-difference equations, using a density-based formulation,
were solved by an explicit time-iterative scheme. Tracker parti-
cles of various sizes that responded to local gas velocity and
temperature were injected inside the aircap near the centerline,
but did not interact in any way with the gas stream. The analysis
also did not account for any phase change of the particles.

1.3 Present Investigation

This paper presents the formulation and numerical methods
of a CFD analysis of an HVOF torch geometry similar to the
Metco Diamond Jet torch. A companion paper (Ref 10) presents
the results of the numerical simulation and discusses the gas dy-
namics and particle dynamics of HVOF thermal spraying. The
analysis uses a Eulerian and Lagrangian formulation for the gas
and particle phases, respectively. A k-€ turbulence model is used,
which includes compressibility correction terms to account for
the decrease in turbulent mixing that occurs for supersonic flow.
Combustion is modeled by an approximate equilibrium chemis-
try model that accounts for dissociation of the combustion prod-
ucts. Dissociation strongly limits the rise in the gas temperature
because much of the thermal energy released from combustion
is consumed in breaking the chemical bonds of the product spe-
cies. Solid particles are introduced near the centerline of the air-
cap and are strongly coupled to the numerical solution of the gas
phase. Momentum and thermal energy are exchanged between
the particulate and gas phases. Particles are modeled as a
lumped-heat-capacity system and are considered to melt upon
attaining the required latent heat of fusion at the melt tempera-
ture. Details of the mathematical and numerical modeling and
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solution technique are given, along with computer resources re-
quired to obtain the computational results.

2. Mathematical Modeling

The mathematical model of the gas flow and particle physics
was composed of several elements: torch geometry, modeling of
the gas phase, fluid dynamic turbulence, reacting flow chemis-
try, and solid/liquid particle dynamics. These modeling ele-
ments are distinct topics from numerical solution issues, that is,
approximate mathematical representation of the continuum
physics in terms of difference equations and the subsequent
computer solution of these equations. Only a summary of the
mathematical and numerical modeling will be given here. The
present analysis uses the computer code CFD-ACE, which is
commercially available from CFD Research Corporation
(Huntsville, AL). For more information on the general mathe-
matical formulation and numerical methods in CFD-ACE, see
Ref 11 and 12.

2.1 Torch Geometry

The geometry chosen for the present analysis is similar to the
Metco Diamond Jet torch. Figure 1 shows the internal geometry
of the conceptual torch being analyzed. The present geometry
captures all of the important gas dynamics and particle dynam-
ics typical of this HVOF torch design. The conceptual torch is of
an axisymmetric, two-dimensional geometry; that is, rotational
symmetry is assumed. The central stream uses argon as the car-
rier gas to inject solid spherical particles of copper through a cir-
cular tube. The second stream injects premixed propylene and
oxygen through an annulus at an angle of 5° to the centerline. In
the Metco Diamond Jet torch, premixed propylene and oxygen
are injected through eight small tubes circumferentially spaced
equally around the nozzle. To keep the analysis tractable, a two-
dimensional axisymmetric annulus for injection of premixed
fuel and oxygen is assumed, whereas the actual hardware pro-
duces three-dimensional flow around each fuel/oxygen tube.
The third stream injects air through an annulus at an angle of 5°
adjacent to the wall for cooling of the aircap. The mass flow rate
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Fig.1 Schematic of HVOF thermal spray torch
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of each gas stream is specified, as well as the mass flow rate and
size of the spherical particles in the central stream. The aircap
geometry is a 5° half-angle, conically converging channel that
attains a minimum area at a distance of 10 mm from the injection
location. The torch is assumed to exhaust to ambient conditions
consisting of air at room temperature and sea-level pressure. To
simplify the external geometry, the aircap is assumed to have a
large outside diameter; i.c., a solid wall extends radially at the
exit of the aircap.

The general character of the internal flow field is a release of
thermal energy from the oxypropylene combustion and a result-
ing increase in pressure inside the aircap. The premixed
oxypropylene stream is assumed to begin combusting as soon as
it enters the computational domain. The combustion can also in-
clude oxygen from the adjacent air stream. The pressure is suffi-
cient in the aircap to choke the flow through the aircap exit; that
is, Mach one is attained at the exit of the aircap. Because the
pressure in the exit plane is greater than the ambient pressure
condition, the aircap flow is said to be underexpanded. The
flow will expand supersonically external to the aircap so as to
meet the ambient pressure condition. The external pressure
adjustment of the supersonic stream occurs through an alter-
nating series of expansion and compression waves. Certain
portions of the compression waves coalesce into shock
waves. The luminescence of the flow after these shock waves
is normally referred to as “shock diamonds.” The perimeter
of the supersonic stream immediately begins turbulent mix-
ing with the ambient air and, consequently, the gas velocity
decreases. After several shock diamonds, the flow decays to
subsonic conditions while entraining increasing amounts of
cool ambient air. The numerical simulation terminates at an
axial distance of 20 aircap radii from the exit plane, a location
where the flow is near sonic conditions.

2.2 Gas Phase Modeling

The governing equations for a dilute gas/particle mixture are
the conservation of mass, momentum, and energy for unsteady,
compressible, turbulent flow. The dilute assumption implies that
the particulate phase occupies negligible volume fraction of the
flow and that the particles are collisionless. Consequently, the
coupling between the gas and particulate phases is modeled by
source terms expressing the transfer of momentum and energy
between the two phases. These equations are written in
Cartesian tensor form:

dp Apii)
PLIPE o (Eql)
ot axj
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0
o | ar v
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where (-) denotes Reynolds averaged (i.e., time averaged)
quantities and (~) denotes Favre averaged (i.e., density aver-
aged) quantities; p is the fluid mass density; u; is the ith
Cartesian component of the velocity; p is the static pressure (that
pressure experienced by a fluid element moving at the local gas
velocity); i is the molecular (laminar) viscosity of the gas; y, is
the turbulent, or eddy, viscosity; 8, is the Kronecker delta; H is
the total enthalpy of the gas and is defined by H = h + (uu))/2,
where 4 is the static enthalpy; and T" and T, are the laminar and
turbulent diffusivity coefficients, defined as p/c and p/c,, re-
spectively, where ¢ is the Prandtl number. The laminar viscosity
and thermal conductivity are both functions of the local gas tem-
perature. Syy and Sy are the momentum and total enthalpy
source terms, respectively, for coupling the particle phase to the
gas phase equations.

2.3 Turbulence Modeling

For turbulent flow, the Reynolds stress tensor is closed using
the k-e turbulence model of Launder and Spalding (Ref 13),
where k is the turbulent kinetic energy and € is the rate of dissi-
pation of turbulent kinetic energy. These terms are computed
throughout the flow field by solving the following partial differ-
ential equations:

Apk) d(p i, k) 3 [u+n) ok]
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where P is the rate of production of turbulence and is given by:

rau ou, 29du Waﬁ 5 o
J 6 !

— -tk (Eq 6)

P= +—L-
V\ax ox, 3ax 'f)axj 37 ox,

The values of the empirical coefficients are

Cu:O.09;CEl = 1.44;CEZ =192;6, = 1;0'£= 1.3

The turbulent viscosity, given by v, = (C“kz)/e, provides the
coupling of the turbulence model to the Navier-Stokes, energy,
and reacting flow equations. For high-speed flows, it is well
known that the rate of turbulent dissipation decreases as the con-
vective Mach number increases. If this effect is not included in
the k- model, then high-speed turbulent jets are predicted to de-
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cay more rapidly than observed in experiments. The method of
Sarkar (Ref 14) is used to modify the k-€ model for compressi-
bility effects.

2.4 Chemical Reaction Modeling

Modeling of the chemical reactions also involves complex
physics, similar to the modeling of turbulence. To make the
chemistry modeling tractable, the chemical reaction rates are as-
sumed to be much faster than the time scales associated with the
gas dynamics. This assumption allows one to use equilibrium
chemistry modeling. For the premixed stream of oxygen and
propylene, this results in a reaction of the fuel and oxidizer as
soon as the local temperature and pressure permit.

A full equilibrium chemistry model computes the gas species
at each cell in the computational domain using the local tem-
perature and pressure and minimizing the Gibbs free energy.
This type of calculation is computationally intensive, and it
strongly couples the flow solution to the chemistry modeling
near the inlet of premixed streams. This approach was attempted
for the present simulation, but numerical instabilities were en-
countered near the inlet of the premixed streams due to the
strong coupling.

An approximate equilibrium chemistry model was used that
yields the correct maximum temperature from an equilibrium
chemistry computation and takes into account the dissociation
of the gaseous products. If dissociation of the species is not in-
cluded in the chemistry model, then the predicted temperatures
will be unrealistically high, roughly by a factor of two for the
present fuel and oxygen reactants. The approximate equilibrium
chemistry model is referred to as the instantaneous chemistry
model. In this model, the reaction is assumed to go to comple-
tion immediately upon entering the computational domain; in
other words, regardless of the inflow temperature and pressure
of the premixed gases, it is assumed that the reaction goes to
completion at an infinitely fast rate. Given the specified oxy-
gen/fuel mixture ratio (somewhat lower than the stoichiometric
value of 4.5), the product species that result and their concentra-
tions are determined from the one-dimensional equilibrium
chemistry code developed by Gordon and McBride (Ref 15).
The pressure and temperature specified for the one-dimensional
equilibrium code approximate the inflow conditions of the pre-
mixed fuel and oxygen stream. It was found from this equilib-
rium calculation that at the specified initial temperature and
pressure, unburned O, remained on the right side of the reaction
equation. The excess oxygen was removed from the reaction
equation and the result, written in moles, is

C3Hg +3.540, — 1.00CO, + 2.00CO + 054 H + 0.46 H,
+1.92H,0 +0.46 O + 0.69 OH (Eq7)

Flow mixtures in the computional domain are computed
using mixture fractions. A mixture fraction of a given compo-
sition at any point in the flow field is defined as the mass frac-
tion of that composition. Because the mixture fraction is a
scalar that is transported by convection and diffusion, the fol-
lowing convection-diffusion equation governs the transport
of mixture fraction:
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where fj is the kth mixture fraction. For most turbulent flows at
moderate to high Reynolds numbers, the effect of mass diffusiv-
ity among different species is negligible compared with convec-
tive transport.

2.5 Solid/Liquid Particle Modeling

The particle equations, for either solid or liquid particles, are
solved in a Lagrangian frame of reference moving with the par-
ticles. The solutions to these equations are used to calculate the
source terms for the momentum and energy gas phase equations.
The equation of motion for the particle is written as (Ref 16):

dav

1
_p__ _ V|-
My =3 pAC, (V Vp) v Vpl V,Vp (Eq9)

where my, is the mass of the particle; V is the velocity vector of
the particle; Cq is the drag coefficient of the particle; p, V, and p
are the density, velocity, and pressure of the gas, respectively; Ap
is the droplet cross-sectional area; and V), is the particle volume.
All particles, solid or liquid, are assumed to be spherical. The
equation of motion for a particle accounts for the accelera-
tion/deceleration of the droplet due to the combined effects of
drag from the gas flow and local pressure gradient in the gas.
The drag coefficient for the particle is based on the local
Reynolds number of the particle and is evaluated as:
V-V id
Re = p—u"—p— (Eq 10)

where d, is the particle diameter and pl is the molecular viscosity
of the gas. The following correlations have been found to be
valid for a wide range of Reynolds numbers (Ref 16):

24 for Re < 1
Re
=124 3
C,y §6(1+0.15R60687) for 1 <Re < 10 (Eq1D)

0.44 for > 103

The particles are modeled as a lumped-heat-capacity system;
that is, the temperature is assumed uniform in the particle. The
energy equation for the particle is written in two parts: one for
particle temperature less than or greater than the melt tempera-
ture, and one for the particle at the melt temperature:

dr
_P_.2
m, (C) —ndpq (foeriTm)

2
e (Eq 12a)
Ly

m, L e ndl; g (for Tp =T) (Eq 12b)

where (Cp);, is the specific heat of the particle, 7, is the particle
temperature, g is the sensible heat flux to the particle, Ty, is the
melt temperature of the particle, L¢ is the latent heat of fusion,
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and Y, is the fraction of the particle that has melted. The term ¢
is calculated from:
2k (T-T )YNu
- P

q= d
P

(Eq 13)

where « and T are the thermal conductivity and temperature of
the gas, respectively. Nu is the Nusselt number and is obtained
from the following correlation:

Nu =2 + 0.6Re0550:333

(Eq14)

where © is the Prandtl number of the gas phase.

3. Numerical Solution Technique

3.1 Finite-Volume Approximations

The discretization of the above differential equations is car-
ried out using a finite-volume approach in two spatial dimen-
sions, x and r. First, the solution domain is divided into a large
number of discrete volumes or “cells,” where all dependent flow
variables and space transformation variables are stored at their
geometric centers. The finite-volume approach is used because
of its attractive capability of conserving flow quantities locally
and globally. A collocated (i.e., nonstaggered) grid technique is
used. The average value of any flow quantity within a control
volume is given by its value at each cell center. The finite-vol-
ume numerical method for the gas dynamics uses the following
dependent variables: pressure, two velocity components, total
enthalpy, turbulent kinetic energy, rate of dissipation of turbu-
lent kinetic energy, and mixture fraction for each gas species.
The solution essentially involves integrating the gas dynamic,
the turbulence model, and the mixture fraction equations over
each control volume, with the particle effects coupled to the gas
dynamic momentum and energy equations through source
terms.

The finite-volume forms of the gas phase equations and the
particle trajectory equations are transformed from physical
space to computational space. This is done to greatly simplify
the mesh on which the finite-difference equations are solved in
computational space. In physical space, the mesh is fitted onto
every surface so that a transformed coordinate matches each sur-
face. That is, a surface-fitted grid in physical space is mapped
onto a square (for two-dimensional problems) or a cube (for
three-dimensional problems) in computational space. This is
done using an independent variable transformation of the axi-
symmetric coordinates (x, r) to nonorthogonal coordinates (€,1)
in computational space. A separate elliptic partial differential
equation is solved, which transforms the physical space into
computational space. The Jacobian of the transformation is then
used to transform the gas phase and particle trajectory equations
into computational space. In computational space, these equa-
tions are solved on a square domain with a uniformly spaced
grid. The body-fitted-coordinate transformation technique is
well known in the literature (see, for example, Ref 17).

The general form of the algebraic (discrete) equations for
conservation of a dependent variable ¢ in a finite-volume p is
given by:
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AD,=S  Aydu+S (Eq15)

nb

The coefficients Ay, contain both convective and diffusive
fluxes, nb refers to all the neighbors of cell p in a general body-
fitted coordinate system, and S is the source term. For two-di-
mensional problems, the differencing stencil involves nine
cells. Because the independent variables are available only at
the cell centers, the cell-face values need to be interpolated. For
the diffusion terms, the value at the cell faces is determined by
averaging the two adjacent cells. This results in a second-order-
accurate central difference scheme. For the convection terms,
the computer code has several options. A fully second-order up-
wind scheme was used for the convection terms in the continuity
and momentum equations. A first-order upwind scheme was
used for the convection terms in the energy, turbulence, and mix-
ture fraction equations.

The continuity equation needs special treatment to resolve
the velocity/pressure coupling to overcome the well-known
checkerboard instability problem. Because the fluid density and
velocities are available only at cell centers, cell-faced values
need to be determined from cell-centered values. Linear interpo-
lation between cell centers decouples the velocity and pressure
fields, giving rise to the checkerboard instability. This instability
is eliminated by using a procedure suggested by Rhie and Chow
{Ref 18). In this method. the cell-face mass flux is evaluated by
averaging the momentum equation to the cell faces and relating
the cell-face velocity directly to the local pressure gradient. Asa
result, a fourth-order pressure damping term appears in the dis-
crete form of the continuity equation.

3.2 Boundary Conditions and Grid Geometry

Figure 2 shows the computationat domain for both the inter-
nal and external flow of the HVOF torch, along with the bound-
ary conditions. The aircap generates a conically converging
flow, with a 5° half-angle and an exit radius of 3.625 mm. The
distance from the face of the nozzle, where all of the gases and
powder are injected, to the exit plane of the aircap is 10 mm. The
nozzle injects solid-phase, spherical copper particles with a di-
ameter of 30 pm using argon as a carrier gas through a circular
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tube with a radius of 1.5 mm. Premixed propylene (propene) and
oxygen are injected through an annulus with a width of 0.5 mm
and an inner radius of 2.5 mm. Air is injected through an annulus
with a width of 1.0 mm and an inner radius of 3.5 mm. Both the
oxyfuel and air are injected at an angle of 5° to the centerline of
the torch (i.e., parallel to the surface of the aircap). All solid
walls are assumed to be at a fixed temperature of 60 °C.
The mass flow rate of each injectant is given as follows:

Margon = 5.613 x 107#kg/s = 42.4 s1d ft'/h
’hcopper =50x107* kg/s = 30 g/min
'hpropylene =1.116 x l2_3 kg/s = 80 std ft:/h
Moxygen = 3.561 x 107" kg/s = 340 std ft”/h

g = 11.39 x 10 kg/s = 1200 std ft/h

As can be seen from these flow rates, the fuel-to-oxygen mixture
ratio is 3.19. This is less than the stoichiometric ratio of 4.5, as
mentioned earlier. Also, note from the mass flow rate data that
the mass loading of the copper particles to the total gas flow is
3%. For low mass loading such as this, one can ignore volumet-
ric effects of the dispersed phase on the gaseous phase. All injec-
tants are assumed to be at a temperature of 40 °C, and the gas
flows are assumed to be turbulent.

The HVOF torch is assumed to exhaust into air (Fig. 2b) ata
temperature of 30 °C and a pressure of 101 kPa (14.7 psia). The
ambient air is assumed to be quiescent, except for the flow in-
duced by the supersonic exhaust of the torch. As a result, air is
entrained through the upper boundary of the computational do-
main and part of the downstream boundary. The velocity distri-
bution of the air pumped in along the top boundary of the
computational domain is determined by the numerical solution.
The outflow boundary of the computational domain is defined to
be 20 aircap exit radii from the exit plane of the torch. At the out-
flow boundary, acombined fixed pressure and extrapolated flow
condition is used. If the boundary velocity is subsonic, then the
fixed pressure condition is applied; if it is supersonic, then the
extrapolation condition is applied.

Since an axisymmetric flow has been assumed, the computa-
tional grid need only encompass one-half of the physical domain
of the torch—from the axis of symmetry to the outer radial
boundary. The computational grid inside the aircap is composed
of 70 axial cells and 48 radial cells (Fig. 3a). The computational
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Fig.2 Computational domain and boundary conditions (a) Inside the aircap (b) Outside the aircap
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grid outside the aircap is composed of 80 axial cells and 100 ra-
dial cells (Fig. 3b). The total number of grid cells for the solution
is 11,360. Inside the torch, the grid is uniformly spaced in the ra-
dial direction and is clustered in the axial direction. The ratio of
the cell length (0.15 mm) at the exit plane of the aircap to a cell
length (0.05 mm) at the nozzle face is 3. Outside the torch, the
grid is highly clustered in both the radial and axial directions.
The ratio of the cell height (1.0 mm) at the upper inflow bound-
ary to the cell height (0.07 mm) on the centerline is 14. The ratio
of the cell length (1.5 mm) at the right outflow boundary to the
cell length (0.15 mm) at the exit plane of the aircap is 10.

3.3 Iterative Solution Procedure

The computer code CFD-ACE uses an iterative, segregated
solution method, wherein the equation sets for each variable are
solved sequentially and repeatedly until a converged solution is
obtained. The overall solution procedure used is an extension of
the SIMPLEC method. SIMPLEC, which stands for “semi-im-
plicit method for pressure-linked equations consistent,” was
first proposed by Van Doormaal and Raithby (Ref 19). The over-
all solution procedure for the SIMPLEC algorithm is shown in
Fig. 4. Two iteration parameters are specified by the user:
N_ITER is the number of global iterations needed for conver-
gence of the coupled gas/particle equations; C_ITER is the num-
ber of continuity and pressure correction iterations needed for
numerical stability. The outer loop, the N_ITER loop, couples
the energy, mixture fraction, and turbulence equations. This
two-tiered level of coupling yields the highest rate of conver-
gence, that is, the minimum computer time for a specified level
of global convergence. Typical values for the present simulation
were N_ITER = 3000 and C_ITER = 5.

The “solve” blocks shown in Fig. 4 involve the solution of
large systems of simultaneous linear equations. These systems
are referred to as “sparse” linear systems because the coefficient
matrix has nonzero elements primarily near the main diagonal of
the matrix. Iterative equation solvers are preferred for the solu-
tion because they are more economical in terms of memory re-
quirements than direct solvers. The linear equation solver used
for the present simulation is a type of “whole field” solver that is
a modified version of the strongly implicit procedure (SIP) of
Stone (Ref 20).

Radial Distance (mm)

Axial Distance (mm)

(a)

Fig.3 Computational grids (a) Inside the aircap (b) Outside the atrcap
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3.4 Initial Conditions and Iterative Convergence

The initial conditions are the values of all dependent vari-
ables in each cell in the computational domain for the first step
of the iterative procedure. Although the values chosen are unim-
portant with respect to the final converged solution, they are im-
portant with regard to the speed with which the solution
converges. For the first solution obtained, uniform flow with a
constant temperature throughout was assumed. After various
preliminary solutions were obtained, these converged solutions
were used for initial solutions for more refined later solutions.

Iterative convergence is determined by the decrease in the
magnitude of the sum of the squares of the residuals of each
equation over the entire computational domain. The residual at
a cell for a given finite-volume equation is defined as the differ-
ence between the left side of the equation and the right side of the
equation at that cell; in other words, the residual is the magni-
tude of the imbalance of the finite-volume equation at a given
cell. All solutions presented here have a minimum of five orders
of magnitude decrease (from the initial peak value) in the sum of
the magnitude of the residuals over the entire grid for each of the
equations: continuity equation, 4 and v momentum equations,
energy equation, k and € turbulent kinetic energy equations, and
the mixture fraction equation. Figure 5 shows a typical conver-
gence history for the present simulation. The number of global
iterations required for solution convergence varied from 2000 to
4000, depending on the accuracy of the initial conditions. It is
generally accepted that four or five orders of magnitude of de-
crease in the residuals of each of the equations is adequate for
convergence of the solution (Ref 21).

3.5 Computer Resources Required

All solutions were computed using the UNIX operating sys-
tem on scientific workstations. Solutions on a Sun Microsys-
tems Sparc 10 (model 30) required 10 to 15 h when the copper
particles were not included (i.e., when only the gas phase was
computed). When the copper powder injection was added to the
simulation and coupled to the gas phase, the solutions required
20 to 30 h of total CPU time, depending on the accuracy of the
initial conditions. Little effort was made to minimize the com-
puter time by choosing optimum relaxation factors as the solu-
tion converged. The computer memory required for solutions
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Fig.4 Tterative convergence procedure

was roughly 20 MB. If this amount of memory is not available in
RAM, convergence time significantly increases because the
CPU is idle while the RAM memory is swapped back and forth
to disk storage.

4. Summary and Conclusions

The mathematical formulation and numerical methods of a
computational fluid dynamic analysis for a geometry similar to
the Metco Diamond Jet torch have been presented. Modern CFD
techniques provide a detailed mathematical simulation of the
complex physical processes occurring in thermal spraying to
guide improvements and optimization of the process. The analy-
sis uses a Eulerian and Lagrangian approach for the gas and par-
ticles phases, respectively. A two-dimensional, axisymmetric
geometry is assumed for the equations of mass, momentum, and
energy conservation of both the gas and particle phases. Mo-
mentum and thermal energy are exchanged between the particu-
late phase and the gas phase. A k-€ turbulence model is used,
which includes compressibility correction terms to account for
the decrease in turbulent mixing that occurs for supersonic
Mach numbers. Combustion is modeled by an approximate
equilibrium chemistry model that accounts for dissociation of
the combustion products. The iterative solution procedure to
solve the finite-volume equations is discussed, along with the
boundary conditions and structured grid geometry. For the
11,360 cells in the grid, roughly 25 h are required for a solution
on a computer workstation. Computational results and discus-
sion are given in a companion paper (Ref 10).
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Nomenclature

A,  particle cross-sectional area

C4  particle drag coefficient

Cp,  specific heat

d particle diameter

e mixture fraction for the kth specie

H  total enthalpy per unit mass

k turbulent kinetic energy

L¢  latent heat of fusion of the particle

myp  particle mass

m mass flow rate of injectant

Nu  Nusselt number

P rate of production of turbulent kinetic energy
p pressure

q heat flux to the particle from the gas

Re  Reynolds number

Sy total enthalpy source term due to particle phase
momentum source term due to particle phase
T temperature

T,y  melt temperature of the particle

t time

u,  Cartesian velocity component in the ith direction
V,  particle volume

A% velocity vector

X, Cartesian coordinate in the ith direction

r laminar diffusion coefficient, p/c

It turbulent diffusion coefficient, u/c,
Kronecker delta

rate of turbulence dissipation

thermal conductivity

molecular (laminar) viscosity

mass density

Prandtl number of the gas phase

ieg
<

QO EFE A M
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